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OSEK/VDX
AUTOSAR

e Standardul pentru automotive

- 1SO 17 356-3:2005

 descrie stiva completa de implementare a software-

ului embedded

— drivere

— comunicatii

— management de retea
- OS:

e OSEK OS
e OSEKtime



Obiective

portare / refolosire de aplicatii

specificatii complete pentru interfetele abstracte la
SO, drivere, retea

specificatii independente de HW
scalabilitate

verificare standardizata

interoperabilitate Tntre sisteme si furnizori

minimizarea erorilor critice



Suport special pentru automotive

sistemul configurat si scalat static
poate fi rulat din ROM
taskuri complet portabile

ofera comportament complet predictibil si bine
documentat

parametrii de performanta deterministe



Componente

OSEK OS: sistemul de operare
OSEK COM: sistemul de comunicatii

OSEM NM: sistemul de management a retelei

OSEK OIL: limbaj de implementare OSEK
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Executie in timp-real

intreruperi administrate de sistemul de operare

task-uri
— de baza
— extinse

context alocat la pornire / eliberat la terminarea
taskului



Nivele de procesare
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Clase de conformitate

* un sistem poate fi clasat in una din cele patru clase
(selectabile la proiectarea sistemului)

BT only BT and ET
| task/priority
no multiple activations BCCl1 _'_’ ECC1
> | task/priority
multiple activations BCC2 _’ ECC2

for basic tasks only



Clase de conformitate

BCC1

— numai task-uri de baza, un singur task pe prioritate, o
singura activare pe task

BCC2

- ca BCC1, dar permite mai multe taskuri de aceeasi
prioritate si mai multe activari a unui task

ECCT
- ca BCC1, permite si task-uri extinse

ECC2

— ca BCC2 cu task-uri extinse



Clase de conformitate

BCCl1 BCC2 ECCI1 ECC2
Multiple requesting of no yes BT": no BT: yes
task activation ET: no ET: no
Number of tasks 16
which are not in the (any combination of BT/ET)
suspended state
More than one task no yes no yes
per priority (both BT/ET) | (both BT/ET)
Number of 8
events per task
Number of task 16
priorities
Resources RES_SCHEDULER 8 (including RES SCHEDULER)

Internal resources

2

Alarm

]

Application Mode

1




Task-uri de baza

implementat ca o functie, cu contextul propriu
creat la apel

cedeaza procesorul numai daca:

— se termina functia
— SO schimba la un alt task de prioritate mai mare

— pe durata ISR-urilor

permite o amprenta de memorie redusa, pentru ca
nu e necesar salvarea contextului



Taskuri extinse

sunt task-uri ce pot fi suspendate

poate fi implementat ca o functie ce contine o
bucla infinita

se blocheaza cu un apel WaitEvent

are nevoie de mai multe resurse pentru salvarea
contextului



Starea taskurilor (extinse)

wait o . terminate

A

) 4

release A " activate
ready




Activarea task-urilor

task-urile sunt activate de planificator cu
ActivateTask sau ChainTask

task-urile pot fi activate o singura data sau de mai
multe ori

dupa activare, taskul incepe sa ruleze din
urmatoarea instructiune

in caz de activari multiple, activarile sunt asezate
intr-o coada (de dimensiuni prestabilite)



Schimbarea task-urilor

preemptiv / non-preemptiv
— puncte predefinite, evenimente

task-urile de baza sunt activate printr-un apel de
functie (in iteriorul unei stive comune pentru toate
task-urile de baza)

task-ul de prioritate mai mare poate fi apelat chiar
si in interiorul unui task de prioritate mai mica

planificatorul este considerat o resursa ce poate fi
blocat de un task



Prioritati

fixe, definite static la momentul generarii codului
numarul maxim este de asemenea definit

orioritatea creste cu un numar mail mare

pentru evitarea inversarii prioritatilor se foloseste
un protocol de plafonare (priority ceiling)

— resursele partajate vor avea si ele prioritati definite
static



Intreruperi

* categoria 1
— nu folosesc serviciile sistemului de operare
e categoria 2

— SO pune la dispozitie o tratare generica ce va activa o
rutina de servire la nivelul utilizatorului

— permite ca in rutina utilizatorului sa fie apelate functii
din SO



Mecanismul de evenimente

* solutia software de raspuns la evenimente in timp
real

e permite sincronizarea intre taskuri

e doar task-uri extinse:

— task-ul se poate suspenda cu WaitEvent

- la setarea evenimentului se activeaza si taskul



Resurse

sunt obiecte comune administrate de SO

doua task-uri nu pot ocupa aceeasi resursa in
acelasi timp

apeluri blocante nu pot fi apelate cat timp un task
ocupa o resursa

resursele au prioritati asociate



Alarme / Numaratori

OSEK pune la dispozitie un sistem de intarzieri /
rulari periodice

o alarma poate fi asociata (in timpul generarii) la
un task sau la un counter

asociat unui task, fiecare activare a alarmei
activeaza task-ul

pentru alarme pot fi specificate si callback-uri ce
sunt rulate la nivelul planificatorului



Mesaje

 folosit pentru comunicare intre procese

 se asimileaza cu suportul definit in OSEK COM
(standardul pentru comunicatii)
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